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Abstract

The rapidly increasing number of image collections on
the Internet require improvements in our image retrieval
systems if these collections are to be easily available for
browsing and searching by information seekers. Current
techniques for image retrieval have known shortcomings
that make it difficult to search for images based on their
semantic content. We propose that an increased use of im-
age context information can improve identification of image
semantics, and may thus contribute to closing the gap be-
tween user needs for semantic image retrieval and the ca-
pabilities of current image retrieval systems. In this paper
we present a new category of image context, called Usage
Context, describe how Usage Context from multiple sources
can be combined, and show how Usage Context information
can be specified using a new context descriptor vocabulary
CTXT.

1 Introduction

In recent years image collections available on the Inter-
net have increased both in number and size, and represent
a huge amount of important information. Both privately
and publicly owned collections of images are available for
browsing and searching, and the number of users and appli-
cation areas are increasing. To avoid that numerous images
become hidden treasures, it is crucial to improve current
techniques for image description, location and retrieval.

Information seekers typically describe their information
need in terms of the semantic content they want in the im-
age(s) retrieved. However, many image retrieval systems
have only rudimentary ability to support semantic image re-
trieval [1]. We believe that an extended use of image context
information can enhance automatic identification of image
semantics and thus may contribute to closing the semantic
gap between user needs and current capabilities of image
retrieval systems.

There are multiple forms of image context information,

ranging from the date/time and place where the image was
created to the context(s) of its use. This paper defines Us-
age Context and focuses on representation of Usage Con-
text information for images. Usage Context describes the
environment in which an image is used, typically an im-
age collection or an illustrated document, and is attached to
images for the purpose of identifying semantic content of
images. As images are shared and distributed, copies of an
image may be used in a number of environments. Combin-
ing Usage Context information from multiple sources can
be useful for improving determination of the content of an
image, as well as for increasing understanding of, and pos-
sible uses for an image.

In this paper we investigate how multiple Usage Con-
texts can be combined to provide enhanced knowledge of
the semantics of individual images. Thereafter, we propose
a vocabulary, CTXT, for context specification and demon-
strate how Usage Context information can be represented
so that the characteristics of each context type are sustained
and made available for use in image retrieval.

The remainder of the paper is structured as follows. Sec-
tion II presents a background on image retrieval, current use
of image context information, and introduces Usage Con-
text. Section III describes different types of Usage Context
for images, while Section IV describes combined use of the
context information. In Section V we present the basic ver-
sion of the context vocabulary CTXT, and Section VI sum-
marizes this proposal.

2 Background

2.1 Image retrieval

Before retrieving images from the Web, there are several
tasks that need to be carried out; including data gathering,
image analyzing, and indexing [2]. During data gathering,
a crawler traverses the Web collecting images and related
data. This information is then analyzed to compute image
features that are used for retrieval and indexing. Depend-
ing on where the image features are extracted from, there



are two main image retrieval approaches; text-based and
content-based retrieval.

In Text-based image retrieval (TBIR) image features are
extracted from image annotations that may describe seman-
tics of objects in the image as well as the situation or activ-
ities depicted in the image [3]. Unfortunately, annotations
may be biased, since they represent the annotator’s under-
standing of the image and are described in his/her vocabu-
lary. In addition, annotating images is primarily a manual,
time consuming task, which makes it likely that an image
is annotated with only one or a small subset of its possible
semantic interpretations.

Content-based image retrieval (CBIR) [4] has been de-
veloped to support image retrieval in areas where textual
descriptions of images are either not possible or impractical
(such as satellite images, finger prints, and x-rays). The un-
derlying idea of CBIR is image matching, where the struc-
tural characteristics of an input image are matched to the
images in the database. CBIR supports automatic registra-
tion of low-level image features, such as color, shape or tex-
ture, but lacks the support for image retrieval based on high-
level semantic concepts. This semantic gap [1], which rep-
resents the mismatch between semantic user requests and
the capabilities of current CBIR systems, is a major prob-
lem for general CBIR systems.

2.2 Image Context

The shortcomings of traditional image retrieval tech-
niques have in resent years lead to research activities on in-
cluding context as an additional source of image metadata.
This section briefly summarizes some of these approaches.

A commonly used definition of context is described in
[5]: ”Context is any information that can be used to char-
acterize the situation of an entity. An entity is a person,
place, or object that is considered relevant to the interac-
tion between a user and an application, including the user
and application themselves”.

Dey [5] notes further that context characteristics for enti-
ties can include location, time, activity, and identity. These
four characteristics are, according to Dey, all primary con-
text types, that can be used as indices to find secondary con-
text types.

When the entity-type is an image, the time and location
characteristics are currently the most used context informa-
tion. Time and location (such as GPS coordinates) have
been used for clustering images into collections [6, 7], for
determining relationships between the image and real world
objects [8], location-based image search [9], for navigating
through an image collection [10], and for detecting infor-
mation on weather, local time, daylight status and season
[11]. A number of systems combine image location infor-

mation with maps, see for instance Flickr 1, Smugmug 2

and Woophy 3. Identity of the photographer together with
social context is in [12] used for automatically resolving the
identity of subjects in an image.

We find that context can characterize two different types
of situations for an image, i.e. image creation (or capture)
and image usage. Our description of context reflects this
distinction, and we identify two context types for images;
Usage Context and Creation Context.

• Usage Context represents information about the envi-
ronment in which an image is used, for instance an im-
age collection or a document where the image is used
as illustration. Context information can be a textual
description of a collection, a document abstract, key-
words describing the collection or document, or text
surrounding an image.

• Creation Context represents information about the en-
vironment in which the image was taken, and may in-
clude sensor data, information about an area or objects,
the purpose of the image, and more.

Our current focus is on Usage Context and we investigate
how context information from multiple usage environments
(i.e. collections and/or documents) can be used to infer se-
mantic content of images.

Usage Context has to some extent been used in previous
work. For an image included in a document or web page,
keywords can be automatically extracted from surrounding
text, image caption, page title, and image file name. This
approach is followed in research such as [13, 14] and in
systems such as Google Image Search 4. In [15, 16, 17] col-
lection metadata is used for selecting the most relevant text
document collections for distributed information retrieval.

Our work differs from previous in that we focus on iden-
tifying, capturing, and combining Usage Context informa-
tion from different sources. Our goal is to let Usage Context
from multiple environments be combined and collectively
serve as indicators of the semantic content of the image.

2.3 Image metadata representations

Metadata, representing information about the image, is
recorded for subsequent use in image retrieval. There are
different metadata formats available, representing image
metadata somewhat differently. The Exif (Exchangeable
image file) format5, which is used by most digital cameras,
includes a number of metadata tags holding information

1http://www.flickr.com/
2http://maps.smugmug.com
3http://www.woophy.com/map
4http://images.google.com
5http://exif.org/



such as camera settings, date and time, location, as well as
user provided textual information. Some metadata, such as
date/time and camera setting, are automatically provided by
the camera. Other types of metadata are, if available, pro-
vided from other sources, for instance GPS units or manual
annotation.

Other important standards for metadata specification
include Dublin Core6, MPEG-77, CIDOC/CRM8 and
RDF9. The first 3 of these provide standard attribute sets
for describing characteristics of multiple media objects.
RDF (Resource Description Framework) is an XML-based
framework for representing these attributes in a standard-
ized way. The ability of RDF to represent image metadata is
demonstrated in [18] and in [19] where EXIF data is trans-
formed to RDF.

3 Usage Context for images

Collections and documents are two important types of
environments that are sources for Usage Context informa-
tion. This section describes these context sources, and ex-
plains how information from the sources can be understood.

3.1 Image collections

An image collection is a set of images that has one or
more properties in common. Typically, the images in the
collection are brought together for some specific purpose,
such as recording i) a specific event, e.g. a holiday or an-
niversary, ii) a time period or, iii) thematic content [20].

An image collection can be generated either automati-
cally or manually, where automatic generation is based on
available image metadata, such as date and time informa-
tion [6]. With manual generation of collections, users clus-
ter their images according to some criteria that might not be
represented in the image metadata. A thematic collection
based on semantic knowledge of the images, is typically
manually generated.

Collection-level metadata include information i) derived
through computer analysis of the content of the collection,
and ii) supplied by the collection provider, typically through
annotations [15]. The last type of metadata, which may in-
clude collection title, application area, purpose, and topic
descriptions, are of specific interest in this paper as it pro-
vides additional information compared to what is available
from each image alone, and may thus indicate semantic in-
terpretation of the images within the collection.

We are in this work specifically interested in collection
information containing semantic information, and are thus

6http://www.dublincore.com
7http://www.chiariglione.org/mpeg/standards/mpeg-7/mpeg-7.htm
8http://cidoc.ics.forth.gr/
9http://www.w3.org/RDF/

relying on the willingness of the user to annotate his or her
collections. A collection can include a large number of im-
ages, and we can not assume that a user will annotate each
image. However, annotating the collection itself is far less
time consuming, and we therefore find it reasonable to as-
sume that users may provide collection descriptions.

A collection description is part of the collection-level
metadata, and may include collection title, scope, purpose
of the collection, what kind of images are included, a topic
description for the collection, and other information. This
description includes semantic information about the collec-
tion, which we will use to indicate a semantic interpretation
of the images within the collection.

3.2 Documents

An illustrated document represents another type of im-
age context. Metadata describing a document will, in the
same way as collection metadata, represent Usage Context
information for the images used in the document. A com-
mon characteristic of images in a specific document is that
they are used as illustrations to support some part of the
content of the document. Document information useful as
Usage Context information includes; i) general descriptions
of document content, such as an abstract or keywords and
ii) text surrounding an image.

A general document description provides information
about the content of the document, and describes Usage
Context for all images in the document. Surrounding text
is, in contrast to document descriptions, specific to the par-
ticular image that it surrounds, and may therefore give a
more direct indication to what the content of the image is.

3.3 Usage Context information

Usage Context sources provide different types of Usage
Context information, that carry somewhat different seman-
tic meaning as described below.

• A collection description or document abstract gives a
general description of the collection/document. This
does not represent a direct description of the content
of any of the images in the collection/document, but
can provide an indication of what an image is about.

• Documents and collections can also be described
through keywords, which capture the essence of the
collection/document in a few, carefully chosen, terms.
Compared to descriptions or abstracts, keywords may
provide more precise information about the topic of the
collection/document.

• Surrounding text represents a context which is local to
a specific image. While a document description pro-
vides general context information that applies to a set



of images, surrounding text provides context informa-
tion specific to a particular image.

The above description illustrates that we can attach dif-
ferent interpretations to the different sources of Usage Con-
text information. It is therefore important that the represen-
tation of image Usage Context data distinguishes between
the different sources.

4 Combining usage context information

An image may be useful in different situations and may
therefore be included in a number of collections and/or doc-
uments, each with its associated usage context information.
Our goal is to combine Usage Context information from dif-
ferent sources to better determine the content, understand-
ing of, and possible use of an image.

4.1 From usage context to semantic image
metadata

Usage Context information, such as a collection descrip-
tion or a document abstract, represents a semantic descrip-
tion of the collection (or document) where a number of im-
ages are included. If an image is included in several collec-
tions, there may be equally many collection descriptions re-
lated to the image, each representing a separate Usage Con-
text description.

image Usage
Context

semantic
image metadata

extract interpret

collection 
description or
document text

Figure 1. From usage context to semantic image
metadata

Figure 1 shows the process of transforming information
from different context sources into semantic metadata for
an image. Usage Context information can be automatically
extracted from collection/document metadata and document
content, and stored together with the image using the CTXT
vocabulary presented in Section V. The CTXT vocabulary is
designed for structuring Usage Context information so that
the semantic meaning is sustained and reasoning about the
different types of context information is possible.

The extracted information may include text and/or key-
words from a collection description, document abstract, ti-
tle, or surrounding text, together with a collection/document
identifier, document type, purpose of the collection, and
other types of information. This Usage Context information
can subsequently be used as a basis for obtaining a semantic
understanding of the image. Since Usage Context provides

information about the environment where an image is used,
and is not a direct description of the image, Usage Context
data is used as an indication to what the image is about.

Interpretation of Usage Contexts can be an automatic
process, controlled by rules determining interpretation poli-
cies. One approach is to compare Usage Context from
different sources (for instance keywords from collection
descriptions and document abstracts) to identify topically
overlapping contexts that collectively support a semantic
view of an image, or identify topically disparate context that
may indicate different semantic views of an image. Rules
can be used to determine the relative importance of context
information, how information is compared, how ontologies
are used, and how information is combined to infer image
semantics.

To illustrate how a combination of Usage Contexts can
be used, assume two image collections; one with images
of ”Boats”, CollBoats, the other with images on the topic
”Fishing”, CollFishing . An image appearing in both col-
lections is most probably of a fishing boat. We also assume
a document, describing the boat type ”Smack”, which con-
tains a number of images used for illustration. In this ex-
ample we represent all images in the document as an image
collection, CollSmack, see figure 2. The document con-
tains different types of images, showing for instance boats,
equipment, boat-houses or activities. However, if an image
is included in both CollBoats and CollSmack, we have rea-
son to believe that the image depicts a boat of type smack.

Boates

Smack

Fishing

Figure 2. Image collections

We may also deduce other types of information based on
these collections. The fact that images from the ”Smack”
document have been used as illustrations provides useful
information. Assume we are writing a paper and need an
image of a boat for illustration purposes. Among the im-
ages in CollBoats some are suited as illustration, while oth-



ers are not. If an image is included in both CollBoats and
CollSmack, we may have found a relevant image suited as
illustration. Usage Context information can also be useful
for determining what the image, most likely, is not about.

4.2 Accumulating Usage Context descrip-
tions

When an image is made publicly available, for instance
on the Internet, complete Usage Context information may
be stored in the header of the image file. This will make Us-
age Context information easily available for image retrieval
purposes, and we avoid access to remote sites for locating
and collecting context information.

As an image (or a copy of an image) may be copied
several times and included in different collections or docu-
ments, the image metadata may include a number of Usage
Context descriptions. As an example, consider figure 2, and
assume that collections CollBoats and CollFishing reside
on site A. The author of the ”Smack” document is search-
ing for images to illustrate the text. She finds an interesting
image, O, in collection CollBoats, and downloads a copy
of O to site B. However, before O is downloaded, informa-
tion describing all known context sources, i.e. collections
CollBoats and CollFishing , are stored in the header of the
image file.

When the image is included in the ”Smack” document,
this document represents a new Usage Context for the im-
age, and Usage Context information, such as keywords from
the abstract or from surrounding text, is added to the image
metadata. If the image is made available for retrieval from
site B, an image retrieval system will have access to infor-
mation about all three Usage Contexts.

The example above illustrates that Usage Context infor-
mation can be inherited from older copies of an image. The
image copies are thus spread in a tree-like fashion, where
images in the logical tree will store different sets of Usage
Context information. Images in the leaf nodes will have the
most advanced set of context information, and the different
branches of the tree will accumulate different sets of context
information.

The above approach is feasible as long as the header of
the image file can be updated with new context information.
For read-only image files, the context information must be
stored in a file external to the image. A context repository,
storing context information for a number of images, may be
useful for this purpose.

Ideally, a complete set of Usage Context descriptions,
including all Usage Context information for every copy of
an image, should be available in the context repository. This
implies that a context repository should contain all available
context information for a set of images, and when a copy of
an image is used in a new context, the repository is updated

with new information.

5 Representing usage context information

We will in this section describe how Usage Context in-
formation can be organized and stored as metadata to im-
ages. To represent image context metadata we use RDF,
and present a new context vocabulary, CTXT, that enables
structuring of different types of image context information.

5.1 Using RDF

When an image is copied and moved to a new site, orig-
inal metadata will follow the image copy, and new meta-
data, representing the new Usage Context, will be added.
This means that context information must be represented so
that it is extendible and understandable in different environ-
ments. RDF is a framework for resource description that
supports such characteristics.

RDF is a W3C standard for encoding knowledge, and
supports interoperability between applications or environ-
ments that exchange information. RDF also provides the
ability to join data from a number of disparate vocabular-
ies easily and consistently. Vocabularies can be created by
different communities and groups as appropriate and mixed
together as required, without needing any centralized agree-
ment.

Existing vocabularies, such as DC and FOAF10 (Friend
of a Friend), do not offer the necessary elements to distin-
guish between context types as described in section III. We
therefore define the CTXT vocabulary that includes useful
constructs for describing image context information. The
CTXT vocabulary can be used in RDF descriptions together
with other RDF vocabularies defined elsewhere.

5.2 CTXT, a context vocabulary

The CTXT image context vocabulary will include con-
structs for describing both Usage and Creation Contexts. It
represents a supplement to existing vocabularies, such as
DC and FOAF, and is expected to be used together with
other vocabularies in image metadata descriptions. CTXT
uses XML syntax, adopts the conventions of RDF, and is
inspired by both the Dublin Core (DC) and the FOAF vo-
cabularies.

Figure 3 lists the vocabulary elements needed for de-
scription of Usage Context. Some of these elements, such
as Description, Subject and Title, resemble elements found
in the DC vocabulary. Other elements, such as Keywords
and Terms, are new in CTXT.

10http://xmlns.com/foaf/0.1/



Element What it means
Availability Availability of the context. It can be public, private or restricted.
Description A full-text description of the context.
Identifier An ID value for the context. For public context this may be an URI.
Keywords Descriptive terms specifically relevant for the context.

Intended for human provided keywords.
Language The language of the context information.
Subject The topic of the context.
Terms Automatically extracted (index) terms for the context.
Title A name given to the context.
Type Context type.

Figure 3. CTXT vocabulary elements

Class:ctxt:UsageContext
UsageContext - the environment where an image is used

Context types in this class:
Document A file that contains information the user can view and/or hear.

It includes text, image, drawing, sound, and other media types.
Collection An aggregation of resources (for instance images)
SurroundingText Text located near an image.

Figure 4. UsageContext class

We have defined a class ctxt:UsageContext, to de-
scribe different types of environments where an image can
be used. Figure 4 shows the class and its context types.
Currently, we have identified three Usage Context types that
can be used with the <Type> element. By identifying con-
text types, the CTXT vocabulary supports a diversified use
of context information where Usage Context types such as
<Collection> description and <SurroundingText> can
be handled differently by the image retrieval system.

In figure 5 we show an example of context descriptions
for one of the images depicted in figure 2. The image is
included in two image collections and one document. For
each collection, we have a ctxt:UsageContext descrip-
tion of type <Collection>. The image collection, named
”Boats”, is public, and we have both an URI to the collec-
tion and a detailed description of the collection. The other
collection is private, and can only be reached by the col-
lection owner(s). Therefore, there is no URI identifying
this collection. However, the collection owner has agreed
to contribute to the collective understanding of images, and
has made the collection title and a short subject description
of the collection available for the public.

The image is also included in a document titled ”The
Smack - its importance during 1900 - 2000”. The con-
text description includes both a description of the docu-
ment, i.e. a ctxt:UsageContext of type <Document>

description, and a representation of Surrounding Text, i.e. a
ctxt:UsageContext of type <SurroundingText> de-
scription.

CTXT information can be combined with other RDF vo-
cabularies to give a more complete RDF description of im-
ages. The context information presented in figure 5 can thus
be part of a larger RDF description holding more informa-
tion about the image.

<?xml version0"1.0" encoding="UTF-8"?>
<rdf:RDF

xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#"
xmlns:dc="http://purl.org/dc/elements/1.1/"
xmlns:ctxt="http://www.caim.cs.uit.no/ctxt/0.1/"

<ctxt:UsageContext>
<ctxt:type>Collection</ctxt:type>
<ctxt:title>Boats</ctxt:title>
<ctxt:identifier>

"http://www.caim.cs.uit.no/Boats"
</ctxt:identifier>
<ctxt:availability>public</ctxt:availability>
<ctxt:description>....</ctxt:description>
<ctxt:subject>.....</ctxt:subject>

</ctxt:UsageContext>

<ctxt:UsageContext>
<ctxt:type>Collection</ctxt:type>
<ctxt:title>Fishing in Northern Norway</ctxt:title>
<ctxt:availability>private</ctxt:availability>
<ctxt:subject>.....</ctxt:subject>

</ctxt:UsageContext>

<ctxt:UsageContext>
<ctxt:type>Document</ctxt:type>
<ctxt:title>

The Smack - its importance during 1900 - 2000
</ctxt:title>
<ctxt:identifier>

"http://www.caim.cs.uit.no/TheSmack.pdf"
</ctxt:identifier>
<ctxt:abstract>....</ctxt:abstract>
<ctxt:subject>.....</ctxt:subject>

</ctxt:UsageContext>

<ctxt:UsageContext>
<ctxt:type>SurroundingText</ctxt:type>
<ctxt:identifier>

"http://www.caim.cs.uit.no/TheSmack.pdf"
</ctxt:identifier>
<ctxt:keywords>....</ctxt:keywords>

</ctxt:UsageContext>
</rdf:RDF>

Figure 5. Usage Context description

The RDF metadata can be saved as part of the comment
block for JPEG, GIF, and PNG type images. A comment
block in a JPEG file can contain arbitrary text, each block
has a limited size, but there can be as many blocks as nec-
essary. JPEG comment blocks are previously used in for in-
stance [18] to store RDF data. RDF context information can
also be stored in the Exif format. In that case, we are using
the Comment element in Exif, that can include textual in-
formation of any kind. Independent of where the RDF data
is stored, it should be expandable. As new image contexts
emerge, the set of ctxt:UsageContext descriptions will
be extended. We expect the CTXT vocabulary to expand.
The CTXT vocabulary already has three Usage Context
types available, and can be extended to support new types as
needed. This will be represented as a new Type in the class
ctxt:UsageContext. We also will expand CTXT with
new classes, such as ctxt:CreationContext, represent-
ing information about the environment where the image was
taken.



6 Conclusion

We have in this paper shown how Usage Context infor-
mation, describing an image environment, can be used to
indicate a semantic interpretation of the image. By combin-
ing information from multiple Usage Contexts, we enhance
our knowledge of the image in that a number of semantic
interpretations can be inferred, each representing different
or complementary views of the image. Combined Usage
Context information represents a new type of image meta-
data that can be used, together with other metadata types,
in for instance image retrieval systems to improve retrieval
strategies.

We present an RDF based context description vocabu-
lary, called CTXT, that includes constructs for describing
Usage Context information. CTXT can be combined
with other RDF vocabularies to give a more complete
description of images, including different types of image
metadata. The CTXT vocabulary is extendable, since new
context description constructs can be included as new
image contexts are identified. Constructs for describing
other image context classes, such as Creation Context, will
be added, as well as more constructs for representing Usage
Context.
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